Introduction

Many techniques in NLP crucially depend upon having large quantities of training data. For mainstream languages, such as English and French, this is not a problem, since large quantities of data exist for these languages; but for many other languages, termed low-resource languages, there simply is not enough data available to train high-quality NLP tools. One NLP task that relies heavily on a large training corpus is word alignment, which is an important step in the training of a machine translation system. I propose a technique for compensating for data shortages for the task of word alignment. This technique works by inferring knowledge about the language for which data is lacking by using a high-resource relative of the low-resource language as a pivot language that can act as an intermediary between its low-resource relative and the high-resource language with which it is being aligned.

Materials and Methods

The basic structure of my approach is illustrated in Figure 1. To align a sentence in a low-resource language with a sentence in a high-resource language, first a high-resource relative of the low-resource language is chosen as a pivot language. Edit distance is then used to interface between the low-resource language and the pivot language, while the IBM word alignment models are used to interface between the pivot language and the high-resource language.

In my experiments, I use Spanish as an artificially low-resource language being aligned with the high-resource language English. I test several different edit distance algorithms: Levenshtein edit distance, edit distance based on phonological features, character-embedding-based edit distance, and edit distance trained on cross-lingual cognates. I also test each successive IBM Model from Model 1 to Model 4. Finally, I test 7 different pivot languages of varying relatedness to Spanish, namely Finnish, Danish, German, Italian, French, Portuguese, and Spanish itself.

Results

Test results are reported in Table 1. It was found that all edit distance algorithms performed similarly well to each other, but the cognate-based edit distance was the best-performing by a slight margin. The best-performing alignment model was IBM Model 4. Finally, the best-performing pivot language (other than Spanish itself) was Portuguese. In general, the performance of the word aligner with different pivot languages had levels of success corresponding to how closely related the pivot language was to Spanish as illustrated in Figure 5.

The best-performing word alignment model was then used in conjunction with the Moses translation toolkit to create a preliminary Spanish to English translation program, trained only on Portuguese data. Figure 3 shows an example translation with this program. The initial program performed quite poorly, but the manual addition of a small quantity of Spanish information (namely, the meanings of 65 Spanish function words) significantly refined the translations that the program outputted, as show by the refined guess below the initial guess in Figure 3.

Conclusion

These results show that the use of a pivot language is a viable approach to rough machine translation of low-resource languages. The importance of the relatedness of the pivot language to the source language was verified, and a novel edit distance algorithm was introduced. Although the translation programs created with this approach are never likely to attain state-of-the-art performance, they may be useful in scenarios (such as disaster relief) in which conveying the main gist of a message is the most important goal.
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