
Performance Evaluation: Summarization

Summarization corpora from the clinical scenario are very challenging 

to be obtained, we chose the existing PubMed (Cohan et al., 2018) 

and MIMIC-CXR (Johnson et al., 2019) as our principal datasets.

PubMed dataset consists of 133k biomedical scientific publications 

from the PubMed database. MIMIC-CXR is a de-identified, Protected 

Health Information removed dataset of chest radiographs, with a 

DICOM format and free-text radiology reports. We use a subset from 

the MIMIC-CXR Dataset for the MEDIQA 2021 Radiology report 

summarization shared task.

We evaluate selected pretrained abstractive methods using ROUGE 

(Lin, 2004). Among the four models, we can observe that SciFive has 

a high R-1 score, but BigBird (Zaheer et al., 2020) and Pegasus 

(Zhang et al., 2020) achieve a better score on R-2 and R-L, 

respectively, on the two datasets. This evaluation shows that it is 

challenging to determine which model is the best in our specific 

scenario, though SciFive was pretrained for this purpose. In the 

future, more work can be done to improve automatic summarization 

for biomedical and clinical texts.

Conclusion

In this work, we propose a python library for clinical texts, EHRKit. 

This toolkit contains two main components: general API functions and 

MIMICspecific functions. In the future, we will investigate more 

EHR-NLP tasks including machine translation for more languages, 

multi-document summarization and question answering (Li et al., 

2021b). Besides, we plan to investigate better-performed NLP models 

for these tasks, for example, BERTbased models (Lee et al., 2020; Li 

et al., 2021c) and graph-based models (Li et al., 2020, 2021d,a)

Motivation

The Electronic Health Record (EHR) is an essential part of the modern 

medical system and impacts healthcare delivery, operations, and 

research. Unstructured text is attracting much attention despite 

structured information in the EHRs and has become an exciting 

research field. The success of the recent neural Natural Language 

Processing (NLP) method has led to a new direction for processing 

unstructured clinical notes. In this work, we create a python library for 

clinical texts, EHRKit. This library contains two main parts: 

MIMIC-III-specific functions and tasks specific functions. The first 

part introduces a list of interfaces for accessing MIMIC-III 

NOTEEVENTS data, including basic search, information retrieval, and 

information extraction. The second part integrates many third-party 

libraries for up to 12 off-shelf NLP tasks such as named entity 

recognition, summarization, machine translation, etc.

System Design and Architecture

We show our EHRKit architecture in Fig. 1. It consists of two 

modules, namely MIMIC-III Tasks and Wrapper Functions.

●  MIMIC-III Tasks

We include some basic NLP functions for MIMICIII NOTEEVENTS text 

data (Johnson et al., 2016), including basic statistical functions, 

Information Extraction, Keyword Search, Document Retrieval, 

Extractive and Abstractive Summarization. A big advantage of this 

module is to load the original NOTEEVENTS data (this is in free text) 

as a more structured data source.

● Wrapper Functions

This module integrates many third-party libraries and supports up to 

12 functionalities for any freetext inputs.
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Table 2. A comparison with other similar python toolkit.

Table 1. EHRKit Architecture.

Table 3. Summarization evaluation: we evaluate selected models and 
report ROUGE-1, ROUGE-2 and ROUGE-L.

Table 3. Data statistics for PubMed and MIMIC-CXR summarization datasets. Words 
are counted before tokenization.


