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Surfer100: Generating Surveys From Web Resources, Wikipedia-style

Figure 5. Our two-stage method.

In this paper we show improvements in individual 
components of Wikipedia summarization through an 
application of recently-introduced embedding and 
summarization techniques, but largely focus on the 
failures of these methods when extended in a 
real-world scenario of full-page Wikipedia-styled 
summarization. 

Tab 1. Human Evaluation Results.

Fig 4. Sample Scientific Concepts in Surfer100.

Case Study
We show the generated summary of the topic text 
summarization in Tab 2.  We could see there are 
descriptions about this topic: “Text summarization is 
an interesting machine learning field ”, “Automatic 
summarization aims to ... ”. We find certain stylistic 
features present in the surveys do not match 
Wikipedia pages. For example, some content is stated 
in the first person: “In this article, we...”. This is an 
artifact of the generation model and the content 
extracted and can likely be remedied by fine-tuning 
BART in a different setting. This aligns with Tab 1, 
which shows that there are hallucinations in the 
generated summary. 

Survey Generation
● A simple paragraph for introduction ❌
● A Wikipedia-style survey includes multiple sections. ✅

Problem Definition:
● Abstractive summarization from a list of related input 

documents;
● Generate short summary for EACH individual section. 

Related work for Wikipedia page generation:
● Generating the initial leading paragraph of a Wikipedia 

page (Liu et al., 2018; Liu and Lapata, 2019; 
Perez-Beltrachini et al., 2019). 

Challenges:
● No existing data: surfer100 (100 manually written 

SURveys From wEb Resources on scientific topics) for 
testing purposes.

● Selecting and cleaning web page: heuristics with manual 
checking.

● Long input sequence: two-stage method.
Contributions

● A two-stage method for generating Wikipedia-like surveys 
for scientific topics;

● Surfer100 dataset for survey generation using web 
resources. 

Surfer100 Corpus

Manually selected 100 scientific topics, mainly NLP topics. For 
each topic:

● Web query, select top relevant html pages (input)
● Manually write summaries for each section.
● Each section: 50-150 words
● 8 annotators, each survey requires 45-60 minutes. 

Download via https://github.com/Yale-LILY/Surfer100
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Fig 1. Comprehensive survey sections.

URLs
https://machinelearningmastery.com/introduction-neural-
machine-translation/
https://en.wikipedia.org/wiki/Machine_translation
https://www.gala-global.org/what-machine-translation
https://www.systransoft.com/systran/translation-technolo
gy/what-is-machine-translation/
https://emerj.com/ai-sector-overviews/machine-translatio
n-14-current-applications-and-services/

Fig 2. Sample URLs in Surfer100.

Fig 3. Sample Survey in Surfer100.

Step 1: Content selection
● Not every single sentence is considered to 

be relevant.
● Long input issue: rank all sentences with 

Semantic Search, WikiCite and 
RoBERTa-Rank. 

Step 2: Abstractive Summarization
● Pre-trained models for generating 

abstractive summarization for each section: 
Hiersumm and BART. 

Human Evaluation: 
Randomly select 20 
concepts and ask two 
human judges to give scores 
(range 1-5) on the following 
four perspectives: 
readability, relevancy, 
redundancy and 
hallucination. 

Tab 2 Sample model generated survey on the 
topic “text summarization”.

https://github.com/Yale-LILY/Surfer100

