
Introduction
Effective human learning depends on a wide selection 
of educational materials (such as textbooks, lecture 
slides, blog posts) that align with the person’s current 
understanding of the topic. While the internet has 
revolutionized learning, a substantial barrier still exists. 
Providing online readers with high quality secondary 
literature resources on a given domain (e.g., natural 
language processing) is more accessible for beginners. 
In this paper, we propose a pipeline for building such 
an educational resource discovery system for new 
domains. The pipeline consists of three main steps: 
resource searching, feature extraction, and 
classification. The pipeline achieves F1 scores of 0.94 
and 0.82 when evaluated on two similar domains 
respectively. Finally, we demonstrate how this pipeline 
can benefit two applications: prerequisite chain learning 
and survey generation. Additionally, we release a 
corpus of 39,728 manually labeled web resources and 
659 queries from NLP, Computer Vision (CV) and 
Statistics (STATS). 

Data collection: we collected URLs based on selected 
queries and downloaded from search engines. We list 
the detailed data statistics in Table 5. Comparison with 
other similar datasets are listed in Table 2. We provide 
the total numbers in both file type and domain 
dimension. Among all three domains, we are able to 
collect 39,728 valid URLs using 659 different queries. 
For annotating, we have a group of 7 students who 
have a good background of NLP, CV and STATS. 

Evaluation

Conclusion

We show the transfer learning results in Table 4. As we 
can see, adding group 2 features is better with group 1 
only. Group 2 provides smaller granularity of the 
features, for example, number of tokens. 
QD-BERT model is able to outperform Group 1 
features in the F1 score. In general, we see that when 
combining all features, we would achieve the best 
score F1 scores. Besides, we see that CV has a higher 
score than STATS, this is because that CV and NLP 
share more common features than CV and STATS. 
Figure 2 shows the importance scores.
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Table 1. MLM BERT models pre-trained.

In this paper, we proposed a pipeline for building a 
knowledge resource system in an unfamiliar subject area. 
We tested on in-domain and out-of-domain applications 
and achieved promising results. We also released our 
dataset and annotations.

Figure 1. QD-BERT MLM model pretraining.

Table 2. Comparison with similar datasets.

Table 3. A detailed statistics 
of the datasets.

Data Collection & Annotation

Table 4. Classification performances.

Figure 2. Feature Importance.

Figure 3. Reconstructed concept graph (part) for CV (left) and 
STATS (right).

Table 5. Detailed statistics.

We conducted tree-based methods, comparing with 
random forest and decision tree. We applied different 
types of features. Figure 1 shows pretrained QD-BERT 
model (query-document), and a list of BERT models are 
shown in Table 1. Table 4 is the comparison of the 
different feature groups. 

Classification

Applications
Prerequisite chain learning is extremely helpful in the 
scenario of student learning. Knowing the prerequisite 
concepts of a target concept is beneficial when a 
learner wants to study new knowledge.  We  first train 
concept embeddings, then compare with there 
methods: logistic regression, one-layer neural network 
and a variational graph autoencoder model. For each 
method, we compare our pipeline and a basic 
pre-trained BERT model. We find that NN performs the 
best. Figure 3 shows the examples of both CV and 
STATS: reconstructed concept graph. 
We also conducted survey generation using the data 
classified by our pipeline, due to space limitation, we 
eliminated examples here. 


