
Introduction
Community Question Answering (CQA) forums such as 
Stack Overflow and Yahoo! Answers contain a rich 
resource of answers to a wide range of questions. Each 
question thread can receive a large number of answers 
with different perspectives. 

A major obstacle for multi-perspective, abstractive 
answer summarization is the absence of a dataset to 
provide supervision for producing such summaries. 
Recent work proposes heuristics to create data that are 
often noisy and do not cover all the perspectives 
present in the answers. 

Contributions:

1) This work introduces a novel dataset of 4631 data 
points for answer summarization curated by 
professional linguists. Our annotation pipeline consists 
of sentence relevance, clustering, cluster 
summarization, and overall answer summarization to 
provide a comprehensive dataset of all subtasks in 
answer summarization. 

2) We analyze and benchmark state-of-the-art models 
on the answer summarization task and demonstrate 
how data augmentation via a novel automatic dataset 
creation method further boosts automatic 
summarization performance by over 1 ROUGE-1 point.

Data annotated by 10 professional linguists
Tasks:

● Relevance classification - label answer 
sentences as relevant or not

● Clustering - group similar relevant 
sentences

● Cluster summarization - summarize 
individual clusters

● Fuse cluster summaries

Data Statistics and Characteristics

Conclusion

● 4600+ data points annotated
●  Input length ~600 tokens, summary 

length ~50 tokens
● Extractive ROUGE oracle: 

40.05/18.45/35.70
● % novel unigrams: 20 (fairly 

extractive)
● All information in summaries is 

contained in the input (unlike XSum)
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AnswerSumm: A Manually-Curated Dataset and Automatic Pipeline for Answer Summarization

We propose multi-perspective answer summarization by 
introducing a manually-curated dataset for answer 
summarization created by professional linguists. We also 
propose a pipeline for data augmentation which mirrors 
the characteristics of our manual data and helps 
generalizability to new domains. Our dataset will promote 
work in all subtasks of answer summarization.

Data Annotation 

Modeling and Results

● Relevance classification: RoBERTa 
0.49 F1 shows room for 
improvement and subjectivity of 
relevance labeling (Table 2)

● Cluster summarization is a difficult 
task due to compression and 
abstraction, but summary  fusion is 
simple (Table 3)

● BART outperforms Pegasus and T5 
on this dataset, and data 
augmentation via an automatic 
pipeline for creating heuristic 
summaries boosts performance. 

● Much room for improvement


