
Introduction
Electronic Health Records (EHRs) exist in the form of 
long, unstructured notes that are time-consuming to go 
through and hard to parse, and have been associated 
with physician burnout and dissatisfaction. There is a 
huge need to efficiently parse EHRs and make them 
more readable and accessible for healthcare 
professionals. This task is complex for the clinical notes 
domain because of minimal labelled data and non-
existent ‘gold-standard’ summaries to learn from. 

We explore unsupervised extractive summarization 
using LexRank (Erkan and Radev, 2004) and BERT 
(Devlin et al., 2019) to evaluate performance in the 
biomedical domain and reduce the lengthy clinical notes 
into shorter summaries while retaining any specialized, 
technical medical language to capture the most critical 
information. We also implement libraries and scripts for 
the models to add to LILY’s EHRKit library in the hopes 
of providing easier access for testing these models and 
aiding research in the future.
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Figure 4. MIMIC-III NOTEEVENTS LexRank summary statistics                     
(TF-IDF calculation: 100 patients, summaries produced: 20 patients)
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Figure 1. PubMed corpus summary statistics (100 
documents)

Figure 2. PubMed corpus LexRank summary statistics (all 
documents)

Figure 3. PubMed corpus without parentheses summary 
statistics (100 documents)

Patient 5 (4 notes, 51 sentences) 
Summary by Note 

Patient 7 (2 notes, 35 sentences) 
Summary by Note
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We first run the LexRank and BERT unsupervised 
extractive learning on PubMed corpus research papers 
and evaluate results in the biomedical domain by 
comparing the summaries to the “gold standard” paper 
abstracts using ROUGE (C-Y Lin, 2004) scores. We run 
these on the introduction section of the papers, on the 
entire body of the papers and finally on further 
processed introductions without citations. 

We then run the better performing model (LexRank) on 
MIMIC-III de-identified patient clinical notes data to form 
summaries by entire history as well as by individual 
notes for each patient, and manually analyze results.

We also write scripts and a summarizers library which 
includes Lexrank based off the pypi lexrank package 
and the model described in the original paper (Erkan 
and Radev, 2004) as well as folder2rouge to calculate 
ROUGE scores, which extends the capabilities of 
files2rouge wrapper. We also write several scripts that 
directly use the pypi bert_extractive_summarizer library 
(D. Miller,  2019).  

LexRank outperforms this BERT summarizer by more 
than 3 for R1, by roughly 2-4 for R2, and roughly 0.3-
0.9 points for RL. This is because the BERT library 
doesn’t allow a fixed summary length and summaries 
produced vary from 2 to 53 sentences. The results of 
body versus just introduction are mixed. Moreover, 
LexRank is extremely fast as compared to BERT. R1 
scores for LexRank, are just 1 point behind most 
extractive summarization models as listed on the NLP-
Progress dashboard whereas R2 and RL scores are 
dismal. LexRank is outperforming the BERT probably 
because the BERT library used does not allow a fixed 
summary length as LexRank does and so the 
summaries produced aren’t equivalent in size. 

MIMIC-III note event summary results are far from 
perfect - there needs to be some way of separating the 
extracted sentences temporally and tying in more 
context in some cases. Some other summaries 
produced (not pictured) included long lists of drugs that 
would probably not be useful in a summary for a 
physician at the point of care. 

LexRank results are mixed where ROUGE-1 results for 
PubMed are at par with some other models and it 
outperforms this particular BERT library, but it still falls 
short with respect to ROUGE-2 and ROUGE-L scores. 
For next steps, it would be useful to combine other NLP 
tasks such as text segmentation for medical notes with 
LexRank to further improve results.

The BERT extractive summarizer should definitely be 
tested with medical domain specific pre-trained 
embeddings. Just like cleaning up well structured 
PubMed text improved ROUGE scores, a lot more work 
is needed to further clean up MIMIC data for better 
results. It is my hope that providing my implementation 
through a Python library would help further such 
research.


