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Current SOTA Experimental Results

• Automatically generating textual description from structured input is 
crucial to improving accessibility of database to lay users.

• As Data-to-text generation garnered increasing attention in recent 
years, effort in both dataset and model development have been driving 
progress in this field.

• Yet, existing datasets mostly deals with generating paragraph from 
multiple record input or only focus on a small number of domains, and 
factual consistency with the database record is not considered.

Metrics of Semantic Factual Consistency

Our Contribution

In our work, we focus on providing a large, open domain corpus, with 
each input being asemantic tuple from a database record, annotated with 
sentence description that covers all facts in the tuple and attends to 
information from the table schema and title.

Related Datasets and Work

• WebNLG corpus (Gardent et al., 2017a), presented a semiautomatic 
framework for microplanning and knowledge base verbalization.

• the E2E Dataset (Duseket al., 2018) focused on the restaurant domain with 
rich syntactic structure and lexical choices

• WikiTableQuestions (Pasupat et al., 2016)

• Neural Wikipedian (Vougiouklis et al., 2018) loosely aligned a large set of 
data triples in DBPedia and Wikidata with Wikipedia biographies

Related Datasets and Work

Our Annotations

Model Improvement and Long-Term Ideas

• Aggregation
• Combine Generation and Parsing (similar to back translation)
• Use External Data
• Pretrained Language Models (e.g., BART)

(Chen et al., 2020)

(Shen et al., 2019)


