
Introduction

There is a tremendous amount of structured information 

found in open source knowledge bases. However, these 

troves of data are hard to navigate–they may require 

complex queries to retrieve appropriate information and 

examination to understand the returned records of data. 

The gold standard would be a dialogue agent which can 

take in queries and output answers in natural language. 

This breaks down the problem into two parts: converting 

a natural language query to a database query language 

(SQL) and converting the returned records into a natural 

language description. This work focuses on the latter

problem by constructing a multi-domain dataset of 

tabular data with human annotated lexicalizations. In 

addition, this paper proposes a model to convert the 

tabular data into natural language descriptions.

Materials and Methods

DART was built by accumulating tables from several 

data sources including E2E, WikiSQL, COSQL, Spider, 

and WikiTableQuestions. For each record in a table,

annotators selected a random subset of columns, 

indicated by shading the cells orange (Figure 1). Then, 

they write a natural language sentence which describes 

the information in the highlighted cells. The data is 

extracted as RDF triples with attached lexicalizations. 

Additionally, for extra context for the model, the entities 

are piped into named entity recognition.

The input to the models is shown in Figure 3. A set of

generalized triples, which replace exact instances with 

the general category, is input to the model. The human 

translation is similarly delexicalized by finding objects in 

the string and replacing them with categories. As DART

is still under construction, the models have been trained 

and tested on WebNLG. Several variants of seq2seq 

with attention architectures have been tried including 

bidirectional, cnn, transformer, and stacked encoders.

Results
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Figure 1. A table from WikiTableQuestions annotated. The columns used for each record are shown in orange. Lexicalizations are on the right.
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Limitations & Future Work 

Two problems with the data are limited ontology and 

many relations with few examples. To address this, we 

are exploring Dbpedia, an RDF knowledge base 

extracted from Wikipedia. From DBPedia, we can gain 

precise control over the full ontology and can decide the 

count of triples for each relation. For the current entries 

in DART, annotators will need to mark the pivot columns 

to extract ontology.

To improve model architectures, BERT ensembles are 

the new world order. This requires extensive tuning and 

experimentation. In addition, work has been done by 

Marcheggiani et. al. which uses a graph based 

convolutional network encoder to exploit the structure of 

RDF structure. Similar encoders can be explored which 

also integrate the BERT architecture which has proven 

to be so successful.
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Figure 2. An example of a processed set of RDF triples with corresponding natural language description 

Figure 3. Top is the set of generalized triples from the set in Figure 2. Bottom is the delexicalized natural language description

Figure 4. Selection of models. Baseline is the reproduced WebNLG baseline provided in their 2017 competition.

The resulting DART database currently has 151113 

(data, text) pairs of which 1512 have been annotated in 

the pilot. We have found that it’s difficult to automatically 

extract ontologies from a set of columns so human 

annotators must mark them for each table. Often, this 

requires the inclusion of the table title which may be the 

subject for the table. 

The performance of the models are shown in Figure 4. 

These models are preliminary and don’t include copy

mechanisms or pre-trained word embeddings. The 

baseline was provided by WebNLG, and has been

surpassed by several of our seq2seq models. The best

performing model was a bidirectional stacked LSTM 

with two layers, outperforming the baseline by 2 BLEU 

points.


