
Abstract

To build DART we used the following three methods: 
using existing datasets as-is (e.g. WebNLG (Gardent et 
al., 2017a) and E2E (Dušek et al., 2018)), converting 
existing datasets such as COSQL (Yu et al., 2019a), and 
manually annotating from tables in Spider (Yu et al., 
2018) and WikiTableQuestions (Pasupat and Liang, 
2015).

As a proof-of-concept, members of LILY manually 
annotated rows of tables on a Google Sheet. 
Collectively, we annotated about 2,000 rows and 
generated 16,931 unique triples (Table 2). This was an 
important step for validating the dataset. To gather 
more annotations, Amazon MTurk will be a great 
platform through which to solicit many more sentences 
for row-level data.

DART is a dataset for open domain semantic 
generation. It consists of annotated tuple-sentence 
pairs. We conducted a detailed analysis of DART and 
showed that it introduces new challenges compared to 
existing datasets, to which we have introduced better 
evaluation metrics. DART focuses on the task of 
generation from a single table record.

My main contribution to this paper was focused on 
converting annotations on WikiTableQuestions  into a 
DART friendly format. More specifically, I converted 
row-level annotations into RDF triples for text 
generation. 

Another task I worked on was also exploring Neural 
Wikipedian (Gardent et al., 2017a). Ultimately, we 
concluded that paper’s model was not relevant to 
DART but that its data was potentially a good fit.

Materials and Methods

Early results using WebNLG are shown on Table 3. 
More research is being done to improve the sentence 
generation from DART and to maximize the utility of 
incorporating human annotations into the language 
generation model.

In all, DART presents a promising step forward in 
data-to-text generation by providing a robust dataset 
that is open domain and accessible for language 
models to leverage. 

Using the RDF triples to make DART compatible with 
existing models shows how DART can be a 
generalizable platform through which row-level data 
from any domain can be used to generate natural 
language output.

Conclusions

DART Dataset

Automatically generating textual description from 
structured input is critical to improving accessibility of 
database to lay users. As data-to-text generation 
garnered increasing attention in recent years, effort in 
both dataset and model development have been 
driving progress in this field. 

DART focuses on providing a large, open domain 
corpus, with each input being a semantic tuple from a 
database record, annotated with sentence description 
that covers all facts in the tuple and attends to 
information from the table schema and table.

For WikiTableQuestions, manually annotated tables 
(Table 1) were converted to an intermediary JSON 
format (Figure 1) which is then converted to an RDF 
triple (Figure 2) that can be fed to a natural language 
generation model.
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Table 1. Example of manual annotation on WikiTableQuestions

Figure 1. Example of JSON intermediary table

Figure 2. Example of an RDF triple produced from JSON intermediary
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Dataset Name Number 
of unique 
triplesets

Number of 
unique 
sentences

Potential 
number of 
sentences

WikiTableQuestions 16931 1512 16931

Table 2. Summary of WikiTableQuestions proportion in DART

Table 3. Results on salient event identification
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