
Introduction
Clinician notes typically contain multiple sections of 
information, such as medical history, social history, and 
medications. Currently, there are few papers on text 
segmentation for clinical data, and no paper has been 
published for text segmentation based on the MIMIC-III 
public data set of clinical records (Johnson et al., 2016). The 
existing text segmentation models for clinical data only 
perform binary classification at the document-level (Badjatiya 
et al., 2018; Koshorek et al., 2018). In this work, we build 
attention-based neural models LSTM and Seq2Seq to 
segment MIMIC-III clinician notes, which have been 
pre-labeled with section tags: Beginning (B), History (H), 
Exams (E), Courses (C), Admission (A), and Discharge (D).

Materials and Methods

We first run binary classification baselines on the MIMIC-III 
data using the baseline models (Badjatiya et al., 2018; 
Koshorek et al., 2018). The baseline LSTM, stacked LSTM, 
and attention model are document-level models with 
different encoders (Badjatiya et al., 2018). The supervised 
model contains a sentence embedding sub-network, 
followed by a segmentation prediction sub-network that 
predicts a cut-off probability for each sentence (Koshorek et 
al., 2018). The drawback with these models is that they only 
perform binary classification to decide the section 
boundary, failing to specify the category of each sentence.

In comparison with these baselines, we construct both a 
single-layer LSTM and a bidirectional LSTM that classify a 
single sentence as 1 to mark the start of a section or 0 if 
not. We then build upon these LSTMs to perform multiclass 
classification for a sentence. Finally, we construct a 
Seq2Seq model composed of an encoder using a 
bidirectional LSTM, an attention layer, and a decoder. The 
Seq2Seq model segments an entire document into 
sections, labeling a sequence of sentences with their 
appropriate section tags.

Results
Table 1 shows the training and test accuracy for each 
of the document-level, binary classification baseline 
models. The supervised model from “Text 
Segmentation as a Supervised Learning Task” 
performs best, with a test accuracy of 0.8242.

Table 2 shows the training and test accuracy for the 
sentence-level, binary classification LSTM models; the 
sentence-level, multiclass classification LSTM models; 
and the document-level, multiclass classification 
Seq2Seq model. For binary classification, the 
bidirectional LSTM slightly outperforms the single-layer 
LSTM, but for multiclass classification, the single-layer 
LSTM outperforms the bidirectional LSTM. The 
Seq2Seq model achieves a test accuracy of 0.5629, 
lower than the other models but expected because it is 
both document-level and performs multiclass 
classification.

Conclusion

In this work, we present several attention-based neural 
models for text segmentation of MIMIC-III data into 
sections. We create a set of binary classification LSTM 
models, a set of multiclass classification LSTM models, 
and a Seq2Seq model that performs multiclass 
classification for a sequence of sentences in order to 
segment a document into sections.

In future work, we will modify the Seq2Seq model to 
take a sequence of words rather than a sequence of 
sentences as input.
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Figure 1. Six possible 
section tags for 
MIMIC-III notes.
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Table 1. MIMIC-III results with baseline models (Badjatiya et al., 2018; Koshorek et al., 2018): binary 
classification results.

Figure 2. Sample text segmentation of clinical data. Figure 3. Seq2Seq model architecture.

Table 2. MIMIC-III results with LSTM models and Seq2Seq: multi-class classification results.


