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Introduction
We present SParC, a dataset for cross-domain Semantic
Parsing in Context. It consists of 4298 coherent question
sequences(12k+ individual questions annotated with
SQL queries), obtained from controlled user interactions
with 200 complex databases over 138 domains. We
provide an in-depth analysis of SParC and show that it
introduces new challenges compared to existing
datasets. SParC (1) demonstrates complex contextual
dependencies, (2) has greater semantic diversity, and (3)
requires generalization to new domains due to its cross-
domain nature and the unseen databases at test time.
We experiment with two state-of-the-art text-to-SQL
models adapted to the context-dependent, cross-domain
setup. My work includes: 1. Collect data 2.Collaborate
with Tao to define and build a baseline model to
experiment on our task. And the future work includes: 1.
build up our large-scale and cross-domain corpus for
new dialogue system task. 2. Develop baseline models
on corpus to prove usability.

Data Collection
We create the SParC dataset in four states: selecting
interaction goals, creating questions, annotating SQL
labels, and reviewing the data.
Interaction goal selection To ensure thematic
relevance within each question sequence, we use
questions in the original Spider dataset[1] as the thematic
guidance for constructing meaningful query interactions.
Question creation 15 college students with SQL
experience were asked to come up with sequences of
inter-related questions to obtain the information
demanded by the interaction goals.
SQL annotation After creating the questions, each
annotator was asked to translate their own questions to
SQL queries. All SQL queries were executed on Sqlite
Web to ensure correctness.
Data review and post-process We asked students who
are native English speakers to review the annotated
data. Each example was reviewed at least once. The
students corrected any grammar errors and rephrased
the question in a more natural way if necessary.

Method and Experiment
To benchmark the difficulty of our dataset, we experiment
with two state-of-the-art semantic parsing models extended
to the cross-domain, context-dependent setup. Here I will
present one of them, SyntaxSQL[2].
SyntaxSQLNet is the syntax tree based neural model for
the complex and cross-domain Spider text-to-SQL task
introduced by Yu et al. The model employs a SQL-specific
syntax tree-based decoder with SQL generation path
history and table-aware column attention encoders. Since it
only handles single-turn complex questions, we provide the
model with a short interaction history so as to consider
context dependencies.
The results of our experiment on SyntaxSQL as well as
Seq2Seq[3], another model we experiment on are shown in
Table 1~4. We use the exact set match metric to compute
the accuracy between gold and predicted SQL answers. As
Yu et al.[1] , we decompose predicted queries into different
SQL clauses such as SELECT, WHERE, GROUP BY, and
ORDER BY and compute scores for each clause using set
matching separately. The final exact set matching score is 1
for each question only if all predicted SQL clauses are
correct and i for each interaction only if there is an exact
match for every question in the interaction.

Conclusion
In this work, we introduced SParC, a large scale dataaset of
conversational interactions over a number of databases in
different domains. The data features a diverse range of
semantic content and contextual dependencies between
questions in the same interaction. The associated task
introduces a challenge in mapping context-dependent
questions to SQL queries in unseen domains. We
experiment with two strong semantic parsing systems and,
in general, observe relatively low performance, which
suggests strong challenges for future research. This,
together with our detailed data analysis, examplifies the
complexity of the data.
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Figure 1. One question sequence from the SParC dataset.

Table 1: Comparison of SParC with existing existing semantic parsing dataset

Table 3. Performance stratified by question turns 
on the development set.

Table 4.Performance stratified by question 
difficulty on the development set


