Evaluation of Extractive Summarization Techniques on Powerpoint presentations

and HTML pages from the AAN TutorialBank Corpus
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As the body of knowle_dge ar_ld rese_arch Increases ~ — The information retrieval portion of the summarizer
around Al and NLP, there is an increasing need for a B Summary achieved a mean average precision of 0.08 and 0.10 for
tool that can be used t_o summarize the key p0|_nts of S _ individual Powerpoint slides and combined resources
knowledge areas at a higher level, such that beginners i""ac“"e y " respectively.
: : : i i A ——————— SUNS) “ T
in a field are able to quickly grasp the basics without rmmen Fvaluation sl The BLEU scores indicate that HTMLs performed
getting mired in the details of a topic. This project aims |_m — o l better across the board compared to individual slides.
to compare thel per;ormancle: of different extractive ————— Retrieval This is likely because sentences from presentation
summarization algorithms on Powerpoint presentations — ——> slides tend to be shorter and more succinct, which do

. . Summary e ’

and html webpages, leading towards the creation a tool _— ---- not have the variety of words when compared to

that takes in a scientific topic as input, and can produce
a coherent set of factoids relating to that scientific topic.
More specifically, the project will use the topic that one
desires to obtain a summary for as a topic keyword, and
perform information retrieval on the AAN dataset of

. .
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HTMLs. By summarization algorithm, Lexrank seems to
be the best performer for combined resources as well
as HTMLs, but performed most poorly on individual
slides. This could be because Lexrank’s avoidance of
repetition in the final output may have eliminated certain

presentations and webpages of topics relating to NLP. —
Most previous attempts have focused on the
summarization of scientific articles, whereas Powerpoint
tutorials and HTML webpages are generally less
structured. Thus, we investigate methods on extracting
salient information from these types of resources to

sentences coming from slides, which could further bring
down the BLEU score. LSA performed best with
individual slides and had average to above average
performance for both combined resources and HMTL
webpages.

Fiaure 1. Extractive Summarization process.

Table 1. mean BLEU scores on summaries from different data
cateqories after information retrieval.

Table 2. Topic Extraction results from different data categories
after summarization.

) _ Algorithm Combined Individual Slides HTMLs Algorithm Combined Individual Slides HTMLs For Topic Extraction, Luhn’s algorithm had the best
automatically generate a survey of the subject. Ganglm - performance on the summaries generated from the
036 0.3 0,63 -1 6 0.5 information retrieval, while LSA performed the worst.
: Lexrank 0.68 0.09 0.70 Lexrank i
Materials and Methods | 2> >> 0-> Conclusi
Luhn’s 0.48 0.19 0.46 Luhn’s 15 55 1 onciusion
. _Trl‘g iocgme”ts gggdt were  from thhe AAtN LSA 057 021 0.50 LSA 15 4 2 While the BLEU results for individual slides in this
utoriaiban orpus. opics - were —chosen 1o exploration did not yield better results than the other
perform annotations on. For each topic, 5 relevant Table 3. Excerpts of sample outputs from various summarization algorninms R from trec val teet formats, this is still promising in that the summaries
resources were chosen and annotated for relevance to on the topic of “Word Sense Disambiguation”. ] : : : :

: . _ _ P g 1 (VT — were legible and still yielded relevant factoids.
the topic. The summarization was done in 2 steps, using Resource _ i it S exicie Especially when considering topic extraction, in
7 query topics that both had student annotations of Type Excerpts of output summaries <on to the oth tormats. the individual

08 comparison to the other resource formats, the individua
slides and manual summaries. The first step was These annotated documents are used to evaluate our word sense slides’ higher likelihood of extracting the relevant topic
information retrieval. All resources were run through a luhnon  disambiguation systems in “Semi-supervised Word Sense Disambiguation e | | indicates a higher direct relevance to the topic.
ranked information retrieval algorithm and scored for TML with Neural Models", Dayu Yuan, Julian Richardson, Ryan Doherty, Colin Evans 5 _ _ : _ ) _
their rel o the ai topic. The tob 10 H and Eric Altendorf, Proceedings COLING 2016##Word sense mappings This 3 It is worth lnvestlng.tlme N ’Fhe fgture to write a

€ir relevance 10 ne given topic. 1he 1op resources package also includes maps from NOAD word senses to WordNet senses. © o4 P ] better parser that can ignore slide titles and page
were thgn plcked for step two. The second step was 'SA on Word Sense Disambiguation SENSE DISAMBIGUATION the ability to numbers, as well as webpage reference links and
summarization. The 10 relevant resources were fed individual computationally determine which sense (word/phrase) is activated by its os | | disclaimers.
through four different extractive summarization ndivigual  yse in a particular context of 52 144 Semantic Similarity between word ' . .
alaorithms. The manuall enerated summaries from Powerpoints senses Multilingual Joint Word Sense Disambiguation(MultiJEDI) BL_EU IS nOT[ necessarlly th_e be‘?’t tool for
g : Yy g 0 . . . measuring summarization results, as it was intended for

Jha et al. were used as qgold standard summaries to Given a polysemous word in running text, the task of WSD involves 0 02 0.4 0.6 0.8 1 . .

evaluate against the regults The evaluation was I examining contextual information to determine the intended sense from a pecall ma_Chme trapslatlon, thu_s an(_)ther measure such as
g_ t . Manua set of predetermined candidates. Word sense disambiguation (WSD) has Fi 2 Precision R I ¢ it _ using Pyramld Scores mlght give results that are more

performed using BLEU, and a topic extraction program. Summary  peen found useful in many natural language processing (NLP) applications, Igure 2. Precision Recall output from information meaningful for our purpose. Which is also the future

including information retrieval retrieval using Trec_Eval. direction of this work.



