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INTRODUCTION HISTORY GATES
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source tokens through decoding [1]

Table 1: different history functions.
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ID SEQ | TOK | SEQ | TOK | SEQ | TOK | SEQ | TOK D1SCUSSION AND CONCLUSION
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