
Introduction
Humor is one of the most interesting sub-fields of 
natural language processing as computers are fairly 
incapable of detecting humor. Humor detection by a 
computer is especially difficult, given that there is no 
definition for humor amongst humans. What one person 
finds funny may fall flat in front of a different audience. 
Furthermore, there are many types of humor such as 
puns, sarcasm, etc. thus making it nearly impossible to 
create a taxonomy of humor. Finally, since most humor 
requires cultural context a computer would have to be 
trained for cultural relevancy in addition to the subtleties 
of humor itself. For these reasons, humor has been 
dubbed the "final frontier" of artificial intelligence. In this 
work, I attempt to formalize humor detection as a 
prediction task in which I assign each of existing New 
Yorker captions a score based on their received votes, 
and I attempt to predict the score of an existing caption 
by using linear regression with 10-fold cross validation. 
To generate the linear regression model, I explored the 
semantic structure underlying humor from the 
perspective of incongruity, ambiguity, polarity and size.

Materials and Methods
The data set was provided by Bob Mankoff of The New 
Yorker. I cleaned the data set by removing all captions 
with fewer than 50 votes, and then I assigned a score to 
all the captions using the lower bound of the Wilson 
score confidence interval for a Bernoulli parameter. After 
removing any other incorrectly formatted captions, I 
tried to find the underlying semantics of each sentence. 
I looked for the incongruity, ambiguity, polarity and size 
of a sentence. For incongruity, I used Google’s 
Word2Vec, with Google News’ trained model, to 
calculate the semantic meaning distance between 
words. From this, I calculated the minimum and 
maximum similarity between words. For ambiguity, I 
used WordNet and calculated the number of possible 
meanings a sentence could have,  and the 
farthest/closest away two senses in a sentence were. 
For polarity I used SentiWordNet to calculate the 
polarity of each word, and then summed that for the 
sentence. For size, I took the number of words in the 
sentence.

Results
Initial results seemed to indicate that I had received 
good results. For background knowledge, the average 
score of a caption, when looking at all captions, was 
0.079 and the average score of one of the top 20 
captions, from each cartoon, was 0.361. Both the linear 
regression and the support vector machine approach 
resulted in similar results as they both produced an 
average error rate around 0.04. Specifically, the linear 
regression had an average error 0.042 and the SVM 
approach resulted in an average error rate of 0.0404. 
This meant that given a caption, on average, the actual 
score of a caption was within plus or minus 0.04 of the 
predicted score. Looking more closely however, it was 
evident that these models did not fit the data well at all. 
The maximum score predicted by the linear regression 
model was 0.102 and the maximum score predicted by 
the SVM was 0.11. Since out of the 130,000 captions 
only a handful of them had a relatively high score, both 
the linear regression and SVM model predicted that 
almost every caption was bad. While, overwhelmingly, 
the majority of captions did have a poor score, my 
models did not predict any caption to have a high score 
so it is clear that the model needs tweaking. 

Conclusion
Overall, I would say that my prediction model did not 
work, but it did highlight many of the relationships 
between the semantic structures and its relationship to 
humor as it pertains to the caption contest. For 
example, sense combination, max similarity, min 
similarity and caption length all seemed to have a 
quadratic relationship with the score of the caption. 
Both positive and negative sentiments seemed to be 
negatively correlated with the score of a word. While 
the direct linear regression or SVM method might not 
be able to be used to predict the score of a caption, 
these underlying trends might.
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Figure 1. Two plots of min and max similarity vs. score.

Figure 3. Fit of Linear Regression

Figure 3. Two more graphs that show something. These 
might include a small legend to explain the results.

Figure 4. Summary of Linear Regression
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Figure 2. Relationship between caption length and score
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