
N-Gram Model

●Rule Generation: Slide a window of length k 

over the word, and record w[i: i+k] → c[j: j+k] 

as a rule (Fig 1A); uses fact that many words 

are abbreviated by syllable (~1-2 letters)

●Candidate Generation: Recursively generate 

candidates by replacing each substring with 

all possible rules in the rule dictionary (Fig 1C)

●Ranking Candidates: Using (1) edit distance, 

or (2) Likelihood Score (See Fig 1B & 1C)

Motivation

Many NLP applications (e.g. Google Translate) 

can’t understand or correct slang in Filipino

Our Contribution: We try a heuristic n-gram 

model, and show that it is (1) much better than 

augmented deep learning methods, and (2) 

computationally efficient and interpretable.

Dataset

●Source: 403 slang words from Meta comments 

●Annotation: 3 Filipino volunteers, 398 

examples, 83.8% inter-annotator agreement

Benchmarks 

●Language Models: ByT5, Roberta-Tagalog

●Semi-supervised Techniques:                   

Pi-Model (𝚷-Model), Autoencoding 

Augmentation (AE)

●Baselines: Google Translate correction 

function, DLD Only
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Fig 1. Candidate generation (left) and inference (right) example

Table 1. Performance of N-Gram Model and Benchmarks
Results

● N-Grams + DLD V1 has best accuracy; +32% in 

accuracy @ 1 from the next best model (DLD)

● Transparent model predictions allow for 

troubleshooting; Errors when either (1) rule is not 

in the training set, or (2) similarity in spelling of the 

selected candidate to the actual candidate

● N-Gram model trains in >1s on a CPU, performs 

inference in ~8.6ms, in contrast LM with 

hyperparam tuning required ~6 GPU hours


