
Introduction
Dialogue summarization is the task of using an 
automated model to produce a concise, acceptable 
summary of a piece of dialogue. Abstractive dialogue 
summarization, in particular, involves the generation of 
new content in order to create the summary, as 
opposed to extractive methods which simply pull the 
most important sentences and/or phrases directly from 
the text to form its output.


A common metric for measuring the efficacy of 
abstractive dialogue summarization systems is the 
ROUGE score, which compares the n-gram overlap 
between reference and autogenerated summaries. 
While ROUGE does have some correlation with human 
faithfulness, it is far from a perfect proxy. Thus, 
hyperoptimizing for ROUGE scores alone, without 
making considerations for the actual faithfulness of the 
output may cause state-of-the-art models in the field to 
veer further and further away from true faithfulness.

Methods
Our team has developed a contrastive fine-tuning 
method called ConFiT, which utilizes the following 
supplementary loss functions to improve the faithfulness 
of existing abstractive dialogue summarization models:


Contrastive Loss: Uses negative samples (incorrect 
summaries) to teach the model what not to output. 
These negative samples are generated by mutating the 
dialogue in order to induce an error and then passing 
that mutated dialogue through a summarization model.

Self-Supervised Loss: Helps the model determine 
whether two tokens belong to the same speaker.


We evaluated our model’s performance using two 
automated metrics - ROUGE and BARTScore. In 
addition, we had six human evaluators conduct a 
blinded annotation of model outputs from 100 SAMSum 
and 20 AMI dialogues in which they marked the errors 
that appeared in a given summary and assigned a 
factuality score from 1-10.

Results
Our models achieve state-of-the-art performance on 
SAMSum and AMI, outperforming the baselines on 
ROUGE-1, ROUGE-L, and human factuality scores. 
With BARTScore, however, our models show increased 
performance on SAMSum and decreased performance 
on AMI, perhaps owing to the imperfection of 
automated metrics at capturing human factuality.


On SAMSum, ConFiT greatly decreases the occurrence 
of missing information, redundant information, wrong 
reference, and circumstance errors for all models. The 
largest decreases can be seen for the wrong reference 
error type (20%, 7%, and 33% for BART, Pegasus, and 
T5 respectively), likely owing to the self-supervised loss 
function that was designed to reduce such errors. For 
AMI, however, ConFiT is not as consistent at reducing 
the frequency of each error type, with increases and 
decreases in percentage varying largely from model to 
model. It is possible that this is due to sample size and 
that the results may be more consistent if we were to 
evaluate over a larger set of AMI dialogues (100, for 
example).

Conclusion
Our team has developed ConFiT, a contrastive fine-
tuning approach that leads to state-of-the-art 
performance on both SAMSum and AMI as judged by 
human evaluators and automated metrics such as 
ROUGE and BARTScore. By utilizing negative sample 
generation techniques that explicitly induce missing 
information errors and a supplementary loss function 
that incorporates speaker information, we were able to 
greatly improve the performance of BART, Pegasus, 
and T5. Our work paves the way for future growth in the 
field of abstractive dialogue summarization by providing 
a new taxonomy of errors for this task and highlighting 
the importance of utilizing speaker information and 
negative sample generation techniques that focus on 
inducing specific errors in this taxonomy.
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Table 1. ROUGE scores for baseline and ConFiT models.
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Table 3. BART scores for baseline and ConFit models.

Table 2. Human factuality scores for baseline and ConFit models.

Table 4. Percentage of autogenerated summaries containing each error type, according to our human evaluation of model outputs from 100 
SAMSum dialogues.

Table 5. Percentage of autogenerated summaries containing each error type, according to our human evaluation of model outputs from 20 AMI 
dialogues.


