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Our task
Build a model that ranks documents by relevance to a query, even when the 
document and query are in a different language. 



The old approach 
● Term interaction models which take as input the similarity of the embeddings 

for every query term with every document term. 
● Cross-lingual embeddings make the model cross-lingual. 



Reason to think we can do better 
Results applying transformers to document ranking for both long and short 
documents (Yang 2019): 

https://arxiv.org/abs/1903.10972


Document ranking with a transformer 
● Present document ranking as a sequence classification task. 
● Is [SEP]Q[SEP]DOC[SEP] relevant or non-relevant? 
● Take the pretrained transformer and finetune on a sequence classification 

task like this. 



Making it multilingual 
● Facebook’s XLM
● Pretrains transformers on many monolingual corpora with a shared BPE code 

vocabulary. 
● TRANSLATE-TRAIN is with fine tuning on all languages. The bottom is 

zero-shot. This is for a sentence pair classification task. 

https://github.com/facebookresearch/XLM


Our attempt 
● Took the an XLM transformer pretrained on 100 languages, including English 

and Swahili. 
● Because documents were long, created training data with a sliding window. 

The window inherited the relevance judgement from the entire document. 

[SEP]Q[SEP]DOC[SEP]

● This creates a model to give relevance judgements on passages. We 
consider the highest scoring passage to rank the document. 

● Produced a model that gives the same prediction on every sequence. 



What we should try next
● Fine tune on an English only dataset. It’s more important to have short 

documents with accurate relevance judgements for training. 



A second approach we tried: 
● Better word embeddings.
● This approach failed; the supervised word embeddings are much better. 


