
Introduction
In	this	paper,	we	study	the	problem	of	addressee	and	
response	selection	in	multi-party	conversations.	
Understanding	multi-party	conversations	is	challenging	
because	of	complex	speaker	interactions:	multiple	
speakers	exchange	messages	with	each	other,	playing	
different	roles	(sender,	addressee,	observer),	and	these	
roles	vary	across	turns.	To	tackle	this	challenge,	we	
propose	the	Speaker	Interaction	Recurrent	Neural	
Network	(SI-RNN).	Whereas	the	previous	state-of-the-
art	system	updated	speaker	embeddings only	for	the	
sender,	SI-RNN	uses	a	novel	dialog	encoder	to	update	
speaker	embeddings in	a	role-sensitive	way.	
Additionally,	unlike	the	previous	work	that	selected	the	
addressee	and	response	separately,	SI-RNN	selects	
them	jointly	by	viewing	the	task	as	a	sequence	
prediction	problem.	Experimental	results	show	that	SI-
RNN	significantly	improves	the	accuracy	of	addressee	
and	response	selection,	particularly	in	complex	
conversations	with	many	speakers	and	responses	to	
distant	messages	many	turns	in	the	past.

An example of Addressee and Response Selection
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Figure	3.	Effect	of	the	number	of	
speakers	in	the	context.
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Figure	4.	Effect	of	the	addressee	distance

Table	2.	Addressee	and	response	selection	results	on	the	Ubuntu	Multiparty	Conversation	
Corpus.	RES-CAND:	the	number	of	candidate	responses.	T:	the	context	length.

Figure	1.	An	example	of	addressee	and	response	selection.	SI-RNN	chooses	to	engage	in	a	new	sub-
conversation	by	suggesting	a	solution	to	“releaf”	about	Ubuntu	dedicated	laptops.

Figure	2.	Dialog	encoders	SI-RNN	for	an	example	
context	at	the	top.	

Data Set and Evaluation Metric

Notation and Problem Formulation
Given	a	responding	speaker	ares and	a	dialog	context	C,	
the	task	is	to	select	a	response	and	an	addressee.	C	is	a	
list	ordered	by	time	step:

Table	1:	Notations	for	the	task	and	model.	

SI-RNN	solves	the	task	in	two	phases:

1. the	dialog	encoder	maintains	a	set	of	speaker	
embeddings to	track	each	speaker	status,	which	
dynamically	changes	with	time	step	t.	The	dialog	
encoder	in	SIRNN	updates	embeddings for	all	the	
speakers	besides	the	sender	at	each	time	step.	
Speaker	embeddings are	updated	depending	on	
their	roles:	the	update	of	the	sender	is	different	
from	the	addressee,	which	is	different	from	the	
observers.	Furthermore,	the	update	of	a	speaker	
embedding	is	not	only	from	the	utterance,	but	
also	from	other	speakers.	These	are	achieved	by	
designing	variations	of	GRUs	for	different	roles.

2. then	SI-RNN	produces	the	context	embedding	
from	the	speaker	embeddings and	joint	selects	
the	addressee	and	response	based	on	embedding	
similarity	among	context,	speaker,	and	utterance.	

We	use	the	Ubuntu	Multiparty	Conversation	Corpus	built	from	the	Ubuntu	IRC	chat	room	where	
a	number	of	users	discuss	Ubuntu-related	technical	issues.	The	log	is	organized	as	one	file	per	
day	corresponding	to	a	document.	Each	document	consists	of	(Time,	SenderID,	Utterance)	lines.	
If	users	explicitly	mention	addressees	at	the	beginning	of	the	utterance,	the	addresseeID is	
extracted.	Then	a	sample,	namely	a	unit	of	input	(the	dialog	context	and	the	current	sender)	and	
output	(the	addressee	and	response	prediction)	for	the	task,	is	created	to	predict	the	ground-
truth	addressee	and	response	of	this	line.
Metrics	include	accuracy	of	addressee	selection	(ADR),	response	selection	(RES),	and	pair	
selection	(ADR-RES).


