Syntax-aware Neural Semantic Role Labeling with Supertags
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Encodes the dependency relation and the relative
position (direction) of the head of a word similarly to
Model 0 if the dependency relation is non-obligatory,
and the information about obligatory dependents of
verbs if any similarly to Model 2.

Input: Word embedding, POS embedding, lemma
embedding, supertag embedding, andthe
predicate indicator variable
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morphological similarity such as Spanish and Catalan, we
can jointly learn character- level representation from both
languages. In future work, we will explore such multi-lingual
transfer learning for supertagging and SRL.



